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           Abstract 
Many state and local agencies are currently facing challenges 

concerning the collection and estimation of traffic volumes, 

particularly regarding “the collection of annual average daily 

traffic (AADT) on low-volume roads. The connection between 

satiate moral forecasting of traffic and video prediction is 

identified in this paper. With the developments in technology, 

traffic signals are replaced with smart systems and video 

streaming for analysis and maintenance of the traffic all over 

the city. Processing of these video streams requires lot of 

effort due to the amount of data that is generated. This paper 

proposed a simplified technique for processing such 

voluminous data. The large data set of real-world traffic is 

used for prediction and forecasting the urban traffic. A 

combination of predefined kernels are used for spatial filtering 

and several such transferred techniques in combination will 

convolution artificial neural networks that use spectral graphs 

and time series models. Spatially regularized vector auto 

regression models and non‐spatial time series models are the 

baseline traffic forecasting models that are compared for 

forecasting the performance. In terms of training efforts, 

development as well as forecasting accuracy, the efficiency of 

urban traffic forecasting is high on implementation of video 

prediction algorithms and models. 

Keywords: network‐wide forecasts; spatial filtering; 
convolution neural networks; spatiotemporal models; 
urban traffic flow; 

 

1. Introduction 

The models and principles that are observed and 

studied in one environment can be applied for 

refining the results of problems in a different 

environment. This concept is termed as domain 

adaptation or transfer learning. One example of 

transfer learning technique is the implementation of 

video prediction model for urban traffic flow 

monitoring and forecasting. The input feature space 

of a trained model can be transformed to match the 

inputs of the domain or outputs specific to the 

domain can be produced by replacing the final layer 

in machine learning techniques for transferring the 

models that are implemented commonly. Translator 

functions are developed for creating a link between 

the image and text classification issues for 

conversion of image and text specific features into a 

common feature set. Classification of animals is 

performed by convolution Neural system model to 

execute image processing which can be transferred 

and fine-tuned for object classification. 

Along with implementation of pre-trained models 

in other domains, transfer learning can also be 

extended to inter domain problem solving, 

application of the architecture of general model and 

so on in a more general context. Implementation of 

carefully tested model architectures and pre-trained 

models is widely acknowledges in transfer learning 

due to its practical advantages and resource saving 

features in model training. The collection of training 

dataset and computational power are the major 

resources required for model training and can be 

applied for lower order domains only. More focused 

and faster research processes are obtained by 

transfer learning technique that merges principles 

and models of various domains and advance the 

scientific development process sufficiently. 
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2. Literature Review 
 

Detection of traffic flow in transportation 

is a critical area of research among researchers to 

assist the decision-making processes [5].Research is 

done by various researchers in the field of 

transportation to predict traffic flow Image and 

digital signal processing domains are used widely 

in video prediction techniques. Filtering, which is a 

major signal processing concept implements spatial 

or temporal domain convolution with kernels that 

are designed specifically? Spatial convolution of 

kernels that are coded into bi-dimensional signals 

from a single frame of a video stream or an image. 

Demising with local adaptive kernels, feature and 

edge detection with first‐ and second‐order kernels, 

restoration and smoothing of Gaussian kernels are 

some of the most popular kernels in use. Based on 

the temporal information, data-driven kernels are 

developed and trained in various previous studies. 

Based on the theoretical background, these kernels 

are developed and applied on a wide scale in the 

domain of image processing. 

 
Despite the improved results obtained on 

implementation of convolution in image processing 

by means of spatial kernels, the elimination of 

temporal information is a major limitation that 

prevents application of this process to video 

streams. Spatial information is used for prediction of 

images and their segments from every frame of a 

video. Restoration of video segment using image in 

painting is a major issue however, this cannot be 

termed as pure video prediction. Motion and such 

spatiotemporal features can be detected using rich 

data structures like 2 spatial and 1 temporal 

dimensions in a three‐dimensional (3D) video 

stream. In case of multivariate signals, the prediction 

and processing requires advanced techniques and 

significant computational power. Until the early 

2000s, the video prediction problem was not 

addressed closely. The video prediction advances 

are due to the improvements in hardware and the 

progress in artificial neural networks (ANN). 

Pixel‐wise video prediction using feed‐forward ANN 

architecture and video demising using temporal 

restricted Boltzmann machine are some of the 

applications of ANN in processing videos. The 

spatiotemporal convolution kernels that are data 

driven is used for horizontal and vertical neighbors 

with single or dual temporal lags in the input space 

for every pixel. The complex spatial patterns and 

long‐term temporal dependencies are not allowed in 

the basic feed‐forward ANN architecture. 

 

 

 

 

 

Traffic forecasting in urban areas using 
spatiotemporal video prediction methodology along 
with the transfer learning concept is implemented in 
this paper and the results are validated. Popular 
techniques for video and image processing are 
selected arbitrarily and their performance is tested 

against the state of the art models for traffic flow 

data. Considering n spatial locations and Xt as n x 1 
vector of traffic values (x1,t, x2,t,…., xn,t)

’
 at i= 

1,…..,n spatial locations at time period t. Weighted 
directed graphs are used for representing the 
one‐period spatial structure in which the edges are 
used for coding the relationships and vertices for 
coding the spatial locations. Spatial structure 
approaches have a wide range of applications. The 
uncongested traffic based travel time is considered 
as a primary measure of relationship in this study. 
The VAR model in its regularized form is defined 
using the cross-correlation of the spatial structure. 
The spatial location and local neighborhood of the 
spatial structures are limited based on the 
complexity using the following formula”: 

 

 
𝑁𝐵(𝑖, 𝑟) = {𝑗: 𝑑𝑖𝑗 < 𝑟 𝑎𝑛𝑑 𝑖 ≠ 𝑗} 

 

 
Here, the neighborhood’s radius selected radius is 

represented byre and the spatial location travel time 
is dij. Within a specific road network, the direct flow 

maximum travel time is defined as the radius for 

forward and backward movement without loops. 
Two neighborhoods are also considered 

simultaneously for similar model specifications 
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with different radii. Figure 1 provides the general architectural diagram of the Graph Convolution Neural 
system(GCNN). 

 

 

 

Figure 1: Graph Convolution Neural system(GCNN) general architecture 

 

 
“The graph structure can be defined by matrix of 

weights W and D= d(W1
T) is the diagonal matrix 

in which the all-ones vector is represented by 1. 

The spectral‐based graph convolution can be 
represented by the following expression under 
such conditions”: 

 

 
1 1 

 

𝑔𝜃 × 𝑌 = 𝜃 (𝐼𝑘 + 𝐷2𝑊𝐷2) 𝑌 
 

 
Here, “ is the trained matrix and the filter is 

represented with g and identity matrix is Ik. The 

classical CNN architecture is modified in the 

GCNN along with the graph convolution filter 

inclusive of the pooling layers and convolution 
layers that are connected sequentially into a fully 

connected final layer. 

 

 

3. Proposed Material and Methodology 

 

After applying the available test data 

into the proposed traffic volume prediction 

model traffic volume will be predicted. For 

testing the accuracy of the model prediction, two 

error formulas are used, the first is used to test 

the accuracy of single sample and second is used 

to the accuracy of the whole sample. The 

difference between predicted traffic volume 

corresponding to the observed traffic volume of 

week days is shown in Fig 5 . The total error in 

the proposed model is calculated by the Mean 

Absolute Percentage Error [35](MAPE).With the 

proposed method on average the MAPE error for 

week days is 15% The error shows that the 

predicted traffic volume have relatively good 

correlation with the actual traffic volume. This 

reduces the MAPE error by modifying the 

membership functions and rules. Indian Driving 

Dataset (IDD), which has about 34 classes, a 

large real-world dataset is used for estimating 

the performance of the video signal processing 

models. The information contains about 10,000 

pixel- level annotated images and 50,000 object 

level annotated images, contained in 5,000 

frames is used. A total of 34 labels are used for 

annotation from 182 drive sequences on Indian 

roads. The images are mostly of 1080p 

resolution, but there is also some images with 

720p and other resolutions. The analysis is 

performed for a mean distance of 500 meters. 

Random sampling of 100 detectors is used for 

further analysis of the complete data set”. 
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(a) (b) 

 

 
“Figure 2: Settings of spatial graph: (a) 10-min neighborhood graph; (b) percentage of nodes 

achievable within specific travel time (min); 

 

 
For a 30 second temporary aggregation, 

the traffic flow volume and information is 

analyzed for the original dataset. The road based 

aggregated values of lane detectors is the data 

preprocessing routine that is executed. In case of 

traffic forecasting over a short period of time, a 

time interval of 5 minutes is used for 

aggregation of the values. In the traffic flow 

periodical patterns, the nodes and the time 

interval of five minutes for a period of 30 weeks 

are used for calculation of median traffic values. 

The dataset is estimated for a period of 10 weeks 

along with the flow values and the periodical 

patterns obtained are eliminated. The training 

and testing of the model is performed with the 

detruded time series that is obtained. The static 

background scene removal operation 

corresponds to video prediction in regular traffic 

conditions for forecasting the deviations using 

these models. Inter quartile ranges that are time 

period and detector specific are termed as 

outliers. 0.01 is the selected threshold value 

which is minute and filters out only the wrong 

observations. The congested conditions and real 

traffic values are analyzed. The missed values are 

marked by the identified outliers. The missed 

value imputation is performed by utilization of 

linear interpolation. If the missed value by the 

detector is greater than four hours, it is excluded 

from the final data set. For computational 

reasons, random sampling of 100 detectors is 

performed from the complete data set”. 

 

 

 

 

Figure 3: Spatially gathered Mean absolute error (MAE) cost concentration 
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“Language markdown routines obtained from 

online sources are executed for source codes that 

are publicly available in order to test the obtained 

experimental results for ensuring reproducibility. 

These repositories assist in experimentation 

specific for models with sampling, data 

preprocessing and so on for the downloaded data. 

Figure 2 represents the settings of spatial graph 

for 10-min neighborhood graph and the 

percentage of nodes achievable within specific 

travel time. This helps in demonstration of the 

performance comparison of the forecasting of 

baseline and transferred models. In comparison of 

the modern models for spatiotemporal traffic 

forecasting, the efficiency of transferred models is 

high in short term forecasting. For further 

improvement of performance of forecasting, a 

good baseline can be set up by means of the 

non‐spatial ARIMA model. However, from the 

nearby road segments, the spatial information 

cannot be utilized for forecasting horizons for a 

longer duration and the performance of the system 

is degraded. The performance stability can be 

improved with all the spatiotemporal model 

specifications other than the GCNN”. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4: Temporal aggregated Mean absolute error (MAE) value density 

 

 
“Multiple radii are used for using two 

spatial neighborhoods simultaneously based on 

the non-linearity’s. For all specifications of the 

model, a travel time of ten to thirty minutes is 

set by tuning the radii with the cross- validation. 

For longer forecasting horizons or gradual 

increase in the step size to a value of around five 

can be used for improving the time duration. 

Figure 3 and 4 represent the Mean absolute error 

(MAE) value density representation in terms of 

spatial as well as temporal distribution 

respectively. Smaller values of right tails are 

observed on implementation of the 

SpX‐ARIMAX model for extreme forecasting 

 

 

 distribution of errors which is the 

major benefit of the SpX‐model. Implementation 

of the ARIMA model offered certain drawbacks 

in comparison with the SpX‐ARIMAX model in 

terms of spatial distribution. For various time 

periods like peak hours and congested traffic 

conditions, day time and regular traffic as well 

as night time and free traffic flow, the 

SpX‐ARIMAX model offers stable results in 

temporal distribution. In case of spatiotemporal 

traffic forecasting, video and image processing, 

this system is widely and efficiently implemented 

based on predefined spatial kernels. 
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4. Conclusion 

 
 Modeling a traffic volume prediction 

model has proven to be a very difficult 

task .The highly nonlinear nature of 

traffic behavior necessitates the use of 

fuzzy logic for the modeling and 

development of traffic volume 

prediction model. Fuzzy logic can be a 

potential method dealing with 

structural and parametric uncertainties 

in the traffic Volume behavior human 

expert knowledge expressed by 

linguistic variables is a powerful tool 

enabling fuzzy models to deal with 

uncertainties and inaccuracies. 

  In the current study membership 

functions, fuzzy control rules of fuzzy 

logic is used to make traffic prediction 

model. The above model has limitation 

that fuzzy control rules were designed 

on small data set.  

 
  The result shows this approach is 

satisfactory and wide applicability in 
the area of Intelligent     Transport 
System is still gaps to do improve the 
reliability and efficiency of the fuzzy 
logic model. In addition, new 
extensive data sets will be necessary 
to provide the basis for constructing a 
high quality model. 

 

 Spatiotemporal and video prediction 

based transfer learning techniques for 

forecasting urban traffic is analyzed and 

promoted in this paper. Computational 

resources are optimized in terms of 

scientific aspects as research and 

intellectual resources as well as practical 

aspects. This leads to methodological 

enhancement through retrained models, 

model structures, algorithms and ideas 

transfer in an efficient manner.  

 
 In a city wide traffic data, the video 

streams are analyzed and the data 

structures are studied for similarities. 

Forecasting techniques for urban traffic 

is performed by using the video 

prediction techniques in historical 

developments that can be applied in the 

modern states. The traffic forecasting 

domain makes use of convolution 

network and spatial filtering video 

processing techniques for studying the 

experimental part.  

 
 The urban traffic data is predicted using 

the video tools as supported by the 

hypothesis made in this paper and city 

wide traffic data set is used for the 

experimentation. Future work is focused 

on improving the datasets”, in addition 

to reducing the processing interval for 

cinematographic doling out. 
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